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Effects of stochasticity and social norms on complex dynamics of fisheries
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Recreational fishing is a highly socio-ecological process. Although recreational fisheries are self-
regulating and resilient, changing anthropogenic pressure drives these fisheries to overharvest and
collapse. Here, we evaluate the effect of demographic and environmental stochasticity for a social-
ecological two-species fish model. In the presence of noise, we find that an increase in harvesting rate
drives a critical transition from high-yield/low-price fisheries to low-yield/high-price fisheries. To
calculate stochastic trajectories for demographic noise, we derive the master equation corresponding
to the model and perform Monte-Carlo simulation. Moreover, the analysis of probabilistic potential
and mean first-passage time reveals the resilience of alternative steady states. We also describe the
efficacy of a few generic indicators in forecasting sudden transitions. Furthermore, we show that
incorporating social norms on the model allows moderate fish density to maintain despite higher
harvesting rates. Overall, our study highlights the occurrence of critical transitions in a stochastic
social-ecological model and suggests ways to mitigate them.

I. INTRODUCTION

Stochasticity, or only noise, is so prevalent that the
state of a natural system never remains constant. Noise
is often fascinating in its own right and can induce new
and unexpected novel phenomena that can not be under-
stood alone from the underlying deterministic skeleton
[1–3]. Deterministic and stochastic processes interact in
exciting ways and share a common origin [4]. Intrinsi-
cally noisy and disordered processes generate strikingly
regular patterns similar to those systems with ordered
processes [2]. Further, in the presence of alternative
basins of attraction, a stochastic event might shift a sys-
tem from one attractor to another alternative attractor
with contrasting properties [5, 6]. Ecologists are majorly
concerned about the temporal fluctuations observed in
natural populations, which are the result of intrinsic dis-
turbances (demographic stochasticity) and variations in
the global, extrinsic environmental changes (environmen-
tal stochasticity)[7–11]. Disturbances can modify ecosys-
tems dynamics for various reasons, and predicting ecosys-
tems’ response towards these disturbances is a central
objective in ecology and conservation. Therefore, un-
derstanding the influence of natural and anthropogenic
disturbances on ecological variability needs considerable
attention. However, failure to elucidate these features
of stochastic population dynamics is accountable for the
extinction of many vulnerable species, including recre-
ational fisheries.
Increasing anthropogenic pressure on ecosystems has

lead to severe biodiversity loss [12, 13]. Further, har-
vesting in the absence of adequate fishery management
policies has caused overexploitation of many species. Al-
though recreational fisheries are, in general, thought to
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be self-regulating and highly resilient, a rise in overall de-
mand due to human population growth is increasing the
vulnerability of these fisheries to sudden collapse [14].
According to a recent study [15], vast stocks of com-
mercial fisheries in the United States and Europe have
witnessed colossal exploitation. Abundance has been
severely reduced by harvesting that – reduced mortal-
ity may not be sufficient to allow recovery of a popula-
tion. Overfishing has driven various species on the verge
of extinction, including Atlantic cod, blue whale, thresh-
ers, hammerheads [16, 17]. Also, excessive harvesting
decreases the interaction of overfished populations with
other species in the community [18, 19], and eventually
drives a sudden decline in their abundance. Some pop-
ulations might retrieve [20] but mostly exhibit no signs
of recovery, which is indeed a matter of concern. In the
presence of natural stochastic fluctuations, sudden tran-
sitions from one equilibrium to another due to crossing a
tipping point (i.e., a threshold or a breakpoint) can make
a recovery by species challenging. Therefore, analyzing
tipping points at which such sudden shifts or critical tran-
sitions occur in marine systems is an important area of
research [21–25].

There is now growing awareness about the develop-
ment of sustainable fishery management policies so that
sudden, irreversible decline of fish stocks can be avoided
with changing environmental and economic pressures.
Since it is well recognized that early warning signals
(EWSs) of tipping points in social-ecological systems can
advert sudden transitions, they can be used for fishery
management [20, 26]. A lot of efforts has already been
made to develop EWSs to forewarn critical transitions in
diverse stochastic systems [6, 26–29]. Close to a tipping
point, the recovery rate from perturbation becomes in-
creasingly slow, termed critical slowing down, resulting
in a loss of resilience in a system. In the presence of small
stochastic fluctuations, such critical slowing down is indi-
cated by increasing recovery time, variance, and autocor-
relation [6, 28]. The effectiveness of EWSs is supported
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by both theoretical and empirical evidence [26, 29, 30].
However, after much research on critical transitions and
its indicators, the robustness of EWSs is still in question
[31, 32]. A thorough understanding of ‘when’ and ‘how’
EWSs work reliably is a major research question.
This article investigates how a socio-ecological prey-

predator fish population model responds to harvesting
pressure in the presence of stochastic perturbations. In-
creasing social/human influence on ecological systems is
known to exhibit a wide variety of dynamics and critical
transitions in their structure and function [33]. How-
ever, critical transitions and its early warning indicators
in coupled socio-ecological systems remain less studied.
As the harvesting efficacy pushes a system close to a crit-
ical point, humans respond to declining fish-yield by in-
creasing conservationism and making the system stable.
This, in turn, allows moderate fish-yield to be maintained
despite a higher fishing rate. Mathematically, this can be
incorporated in the system by defining social norms and
the imitation dynamics of evolutionary game theory [34].
Here, we study the influence of demographic noise into

the social-ecological model of fishing [35] by using the
master equation approach and then extending this model
for environmental noise. First, we obtain stochastic tra-
jectories for both demographic and environmental noises.
Then we determine the resilience of alternative steady
states by probabilistic potentials and mean first-passage
time. As increasing harvesting rate in the presence of
stochastic perturbations drives critical transitions in the
model, we examine the efficacy of a few generic early
warning indicators using simulated time series. When we
simultaneously vary the predation rate and prey harvest-
ing rate, it reveals cyclic dynamics in the system. Fur-
ther, we also suggest a realizable harvesting strategy by
incorporating appropriate social norms into the system
for the long-term sustainability of recreational fisheries.
Our study shows that proposed social norms can effec-
tively maintain moderate fish-yield despite a high rate of
harvesting.

II. MODELS AND METHODS

A. Deterministic model

To understand the effects of harvesting on prey and
predator fishes, we study a socio-ecological two-species
model where both the prey and the predator fishes are
exposed to harvesting by fishers. The two-species deter-
ministic model is given as [35]:

dx

dt
= I + rxx(1−

x

Kx

)−
pyx2

h2 + x2
−Hxx, (1a)

dy

dt
= ryy(1−

y

Ky

) +
cpyx2

h2 + x2
−Hyy, (1b)

where x and y represent prey and predator fish densities,
respectively. I is the stocking rate, rx and ry are the

respective growth rates of prey and predator fishes. Kx

and Ky are the maximum potential biomass (or carrying
capacity) of x and y, respectively. p is predation rate
and h is value of x where predation is half maximum.
c is the consumption rate of the predator fish. Hx and
Hy are harvesting rates of prey and predator fishes, re-
spectively. Understanding dynamics of socio-ecological
models is important as humans are responsible for de-
cline in biodiversity, in turn decline in biodiversity badly
affects humans.

B. Stochastic model

While examining temporal changes in population dy-
namics under natural fluctuations, stochastic modeling
comes into the picture. Noise can be introduced in de-
terministic models in terms of intrinsic (demographic)
and/or extrinsic (environmental) factors, and are ac-
countable for causing population fluctuations in the ma-
jority of species [36, 37]. Demographic stochasticity
arises due to an individual’s mortality, reproduction,
and primarily affects small populations. On the other
hand, environmental stochasticity is the variability im-
posed by the environment on a population and mani-
fested through random fluctuations in population growth
rate. Stochasticity in models can bring new, unexpected,
and novel phenomena while interacting with determinis-
tic processes.

1. Presence of demographic noise

To study the influence of demographic noise, we con-
sider different fundamental processes (e.g., birth and
death processes) associated with the model (1), presented
in Table I. Using all these birth and death processes (gain
and loss probability in Table I), we develop correspond-
ing master equation for the grand probability function
P (x, y, t), and it takes the following form:

∂P (x, y, t)

∂t
= V IP (x− 1, y, t)− V IP (x, y, t)

+ rx(x− 1)(1−
x− 1

KxV
)P (x− 1, y, t)

−rxx(1−
x

KxV
)P (x, y, t)+

p(x+ 1)2y

(x+ 1)2 + h2V 2
P (x+1, y, t)

−
px2y

x2 + h2V 2
P (x, y, t) + (x+ 1)HxP (x + 1, y, t)

− xHxP (x, y, t) + ry(y − 1)(1 −
y − 1

KyV
)P (x, y − 1, t)

− ryy(1−
y

KyV
)P (x, y, t) +

cpx2(y − 1)

x2 + h2V 2
P (x, y − 1, t)

−
cpx2y

x2 + h2V 2
P (x, y, t) + (y + 1)HyP (x, y + 1, t)

− yHyP (x, y, t), (2)
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where V is the volume of the site in which the processes
occur. Using the van Kampen system’s size expansion
[38], the master equation (2) can be written in the fol-
lowing operator notation:

∂P (x, y, t)

∂t
= [V I(E−1

x − 1)+ (E−1
x − 1)rxx(1−

x

KxV
)

+ (Ex − 1)
px2y

x2 + h2V 2
+Hx(Ex − 1)x

+ (E−1
y − 1)ryy(1−

y

KyV
)

+ (E−1
y − 1)

cpx2y

x2 + h2V 2
+Hy(Ey − 1)y]P (x, y, t), (3)

where

ExP (x, y, t) = P (x+ 1, y, t) = ρ(
x+ 1

V
,
y

V
, t)

= ρ(ĉx +
1

V
, ĉy, t)

= ρ(ĉx, ĉy, t) +
1

V

∂ρ

∂ĉx
+

1

2V 2

∂2ρ

∂ĉ2x
+ ...

= (1+
1

V

∂

∂ĉx
+

1

2V 2

∂2

∂ĉ2x
)ρ(ĉx, ĉy, t) = Exρ(ĉx, ĉy, t)

with Ex = (1 + 1
V

∂
∂ĉx

+ 1
2V 2

∂2

∂ĉ2
x

+ ...), ĉx = x
V
, and

ĉy = y
V
. Similarly we can compute E−1

x ρ(ĉx, ĉy, t), where

E−1
x = (1− 1

V
∂

∂ĉx
+ 1

2V 2

∂2

∂ĉ2
x

+ ...), and Eyρ(ĉx, ĉy, t) and

E−1
y ρ(ĉx, ĉy, t). Using the above expansions, (3) can be

written as:

∂P (x, y, t)

∂t
= [

∂

∂ĉx
(−I −

1

V
rxx(1 −

x

KxV
)

+
1

V

px2y

x2 + h2V 2
+

1

V
Hxx)

+
∂

∂ĉy
(−

1

V
ryy(1−

y

KyV
)−

1

V

cpx2y

x2 + h2V 2
+

1

V
Hyy)

+
1

2V 2
{
∂2

∂ĉ2x
(IV + rxx(1−

x

KxV
) +

px2y

x2 + h2V 2
+Hxx)

+
∂2

∂ĉ2y
(ryy(1−

y

KyV
)+

cpx2y

x2 + h2V 2
+Hyy)}]P (x, y, t) .

(4)

Equation (4) can also be written in the following com-
pact form as:

∂P (x, y, t)

∂t
= −

∂

∂a
.v(a)P (x, y, t) +

∂T

∂a
.B.

∂

∂a
P (x, y, t),

which is the Fokker-Planck equation corresponding to the
system (1), where

v(a) =

[

I + 1
V
rxx(1−

x
KxV

)− 1
V

px2y
x2+h2V 2 − 1

V
Hxx

1
V
ryy(1−

y
KyV

) + 1
V

cpx2y
x2+h2V 2 − 1

V
Hyy

]

,

∂

∂a
=

[

∂
∂ĉx
∂

∂ĉy

]

,

and

B =

[

b11 0
0 b22

]

with b11 = IV + rxx(1 − x
KxV

) + px2y
x2+h2V 2 + Hxx and

b22 = ryy(1−
y

KyV
) + cpx2y

x2+h2V 2 +Hyy.

2. Presence of environmental noise

Ecosystems are often influenced by environmental fac-
tors such as, climate change, weather conditions, etc.
Stochastic fluctuations in population due to such exter-
nal variations are termed as environmental noise, and it
is known to be one of the major sources affecting the
resilience of a system [39]. To study the influence of en-
vironmental noise we formulate a stochastic model of (1)
with multiplicative noise. The stochastic model is given
as:

dX

dt
= F (X) + σXξt , (5)

where X = [x, y]T represents prey-predator fish vector.
F (X) is the interaction between prey and predator fish
given by the right hand side of (1). σ = [σx, σy ]

T is noise
intensity, and ξt is the Gaussian white noise with zero
mean and unit variance. The Fokker-Planck equation
corresponding to (5) can be written in a straightforward
manner. The final expression of the Fokker-Planck equa-
tion takes the following form:

∂P (x, y, t)

∂t
= −

∂

∂a
.v(a)P (x, y, t) +

∂T

∂a
.B.

∂

∂a
P (x, y, t),

where

v(a) =

[

I + 1
V
rxx(1−

x
KxV

)− 1
V

px2y
x2+h2V 2 − 1

V
Hxx

1
V
ryy(1−

y
KyV

) + 1
V

cpx2y
x2+h2V 2 − 1

V
Hyy

]

,

∂

∂a
=

[

∂
∂ĉx
∂

∂ĉy

]

,

and

B =

[

b̂11 0

0 b̂22

]

,

with b̂11 = σ2
xx

2 and b̂22 = σ2
yy

2.
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TABLE I. Different birth and death processes, change of state vectors, gain and loss probabilities, and their propensity function,
associated with the prey-predator fish model (1). V is the system’s volume where all the reactions occur. The symbols (+1) and
(−1) in the column of state vectors represent birth and death processes of the respective chemical species. Here, P stands for
the grand probability function. φ and z are empty state and dummy variables, respectively.

Sl.
No.

Elementary
events

Reaction type
Before
reaction

After
reaction Gain probability Loss probability

Propensity
function (an)

1. φ → x

Growth of
prey





x− 1

y









x

y



 V IP (x− 1, y) V IP (x, y) V I

2. x+ φ ⇋ x+ x

Logistic
growth
of prey





x− 1

y









x

y





rx(x− 1)(1− x−1
KxV

)

×P (x− 1, y)

rxx(1−
x

KxV
)

×P (x, y)
rxx(1−

x

kxV
)

3.
2x+ y → z

z → x

Holling
type III

response for
predation





x+ 1

y









x

y





p(x+1)2y

(x+1)2+h2V 2 P (x+ 1, y) px2y

x2+h2V 2 P (x, y) px2y

x2+h2V 2

4. x → φ

Mortality of
prey due to
harvesting





x+ 1

y









x

y



 (x+ 1)HxP (x+ 1, y) xHxP (x, y) xHx

5. y + φ ⇋ y + y

Logistic
growth

of predator





x

y − 1









x

y





ry(y − 1)(1− y−1
KyV

)

×P (x, y − 1)

ryy(1−
y

KyV
)

×P (x, y)
ryy(1−

y

KyV
)

6.
2x+ y → z

z → y + y

Holling
Type III
process of
predator





x

y − 1









x

y





cpx2(y−1)

x2+h2V 2 P (x, y − 1) cpx2y

x2+h2V 2P (x, y) cpx2y

x2+h2V 2

7. y → φ

Mortality of
predator due
to Harvesting





x

y + 1









x

y



 (y + 1)HyP (x, y + 1) yHyP (x, y) yHy

C. Stochastic simulation methods

It is a well known fact that presence of noise in a
bistable system can trigger a tipping [5], which will be
evident from its trajectories. In the presence of demo-
graphic noise, stochastic trajectories can be generated
by solving the master equation (2). We have used the
Monte-Carlo simulation [40, 41] to numerically solve the
master equation (2), and finally generate stochastic tra-
jectories. The simulation was performed using the Gille-
spie algorithm [40]. The algorithm works in the following
way: it first calculate the propensity functions (an) in Ta-
ble I and then draw two uniform random numbers (r1 and
r2) from the interval (0, 1). One random number, say r1
will be used to update the time (t) for the next process
stochastically, where τ = 1

a0

ln( 1
r1
), and a0 =

∑n
j=1 aj .

The other number r2 is used to identify the index n of
the occurring process and which is given by the smallest

integer satisfying:

n−1
∑

j=1

aj < r2a0 ≤
n
∑

j=1

aj .

The system states are updated X(t+ τ) = X(t)+∆Xνn ,
then the simulation proceeds to the next occurring time.
∆Xνn represents change in species vector in the stochas-
tic time interval τ .
To calculate trajectories of the model in the presence of

environmental noise, we performed stochastic simulations
of (5) in MATLAB (R2018b) using the Euler-Maruyama
method with an integration step size of 0.01.

D. Probabilistic potentials

Here, we try to understand the influence of demo-
graphic noise by calculating probabilistic potentials for
different prey harvesting rates (Hx). Probabilistic po-
tentials are calculated from numerically simulated tra-
jectories. These trajectories are computed for 4 × 104
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different initial conditions, which are uniformly drawn
from [0, 6] × [1.5, 2.3]. The probability is then calcu-
lated by counting the number of visits of a trajectory to
a steady state for all initial conditions. In particular, if
xss and yss are respective steady state densities of prey
and predator fishes, M ss

xy is the frequency count to visit a
steady state (xss, yss) and N is the total number of vis-

its. Then probability is defined as Pss(x
ss, yss) =

Mss

xy

N
.

The negative logarithm of this probability is the desired
stochastic potential.

E. Mean first-passage time

In a bistable region or a bistable potential, two steady
states are separated by an unstable steady state defining
the barrier state or the potential barrier. In the pres-
ence of noise, often exit from a potential well is possible.
In this regard, one can calculate the first passage time
(FPT). The FPT is calculated by considering a family of
initial points, (x0, y0) that starts somewhere in a poten-
tial well of volume V in space, bounded by a surface ∂V .
Then the FPT is the time when the point exits V for
the first time. The mean first-passage time (MFPT) is
the average time of the FPT. The permanence of steady
states in a noise-driven system is often characterized by
the MFPT [42]. Ideally, the motion of the family of ini-
tial points satisfies both of the master and Fokker-Planck
equations and we focus only those points that have not
left V by time t. We remove all the paths that have
crossed the boundary of V before time t, which is usu-
ally done by placing an absorbing boundary condition
on ∂V . We impose the absorbing wall at the potential
barrier of the bistable system. We perform Gillespie sim-
ulation for a family of initial points, which allows us to
find the time taken to cross the absorbing wall. Here, the
mean time is calculated over 5× 103 realizations, and all
the initial conditions are taken uniformly from the ranges
[0, 6]× [1.5, 2.3].

F. Early warning signals

The presence of noise in a bistable system can drive
tipping, and it can be predicted by critical slowing down
based EWSs. We calculate a few generic EWSs, like vari-
ance, lag-1 autocorrelation (AR(1)), and conditional het-
eroskedasticity to forewarn upcoming transitions. Vari-
ance (σ2) is the variability of a random variable x around

the mean (µ) and is given by σ2 = 1
N

∑N
n=1[x(t) − µ]2,

where N is number of time step. We also calculate
the autocorrelation at lag-1, which is given by ρ =
E{[x(t+1)−µ][x(t)−µ]}

σ2 , where E is expectation value of a
random variable, x(t) is the value of the state variable
at time t. To get robust predictions, we also calculate
conditional heteroskedasticity following methods in [43].
It uses the Lagrange multiplier test to calculate the con-

0 0.2 0.4 0.6
0

3

6

0 0.2 0.4 0.6
0

1.1

2.3

0 0.2 0.4 0.6
0

0.5

1

0 0.2 0.4 0.6
0

0.2

0.4

0 0.2 0.4 0.6
0

0.5

1

0.2 0.4 0.6
0

0.5

1

A

C

E

B

D

F

MonostabilityBistability

FIG. 1. Bifurcation diagrams of the model (1). Co-dimension
one bifurcation diagram of (A) the prey fish (x), and (B) the
predator fish (y), for changes in Hx. (C-F) Co-dimension two
bifurcation diagrams in the following c−Hx, Hy−Hx p−Hx

and rx − Hx planes, respectively. In (A) and (B), solid and
dashed curves denote stable and unstable states. In (C- F),
the darker regions denote bistability, and other regions denote
monostability. Dashed lines in two-parameter bifurcation di-
agrams denote the values used for numerical simulation.

ditional heteroskedasticity.

III. RESULTS

Depending on the parameter values and the Holling
Type-III functional response, the model (1) exhibits
monostability as well as bistability (see Fig. 1). The sys-
tem evolves from a high-density state to a low-density
state of fish via a hysteresis loop with an increase in the
harvesting rate. With a low to moderate harvest, there is
a high positive equilibrium. With overharvest, the high
positive equilibrium suddenly collapses into a low posi-
tive equilibrium. Unless otherwise stated, values of the
parameters used throughout this study are: I = 0.01,
rx = 0.75, Kx = 6, h = 0.15, ry = 0.25, Ky = 4, c = 0.2,
p = 0.15, and Hy = 0.15.

A. Stochastic potentials

Stochastic potentials of the system (1) for different Hx

are depicted in Fig. 2. Potentials show a clear effect
of stochasticity on the model’s behavior. Increasing the
harvesting rate changes the probabilistic potential, each
for low and high values of Hx; there exists one potential
well. For an intermediate value of Hx, there exist two
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FIG. 2. Stochastic potential landscapes for different values of the prey harvesting rate (Hx), obtained by solving the master
equation (2). Stochastic potential for: (A) monostable high density fish state at Hx = 0.03, (D) bistable high density and low
density fish states for Hx = 0.2, and (G) monostable low density fish state for Hx = 0.45. The blowup diagrams (B, C, E, F)
magnify regions in potential wells.

potential wells. The lowest value depicted in the poten-
tial color-bar corresponds to the existence of a deep well,
i.e., the likelihood of a return to the steady state, after
perturbation, is more in this well. It is evident that, in
the monostable regions, the high-density state’s well is
flatter and shallower (Figs. 2A and 2B), and in compar-
ison to that the low-density well is deeper (Figs. 2F and
2G). However, in the bistable region, the potential well
for the high-density state is deeper than the low-density
state (Figs. 2C, 2D and 2G). This deeper well represents
higher resilience and indicates that a population near the
high-density state is more likely to stay there unless it is
largely perturbed in the bistable region.

B. Mean first-passage time

The effects of changing Hx on MFPT under intrin-
sic and extrinsic stochastic fluctuations are shown in
Figs. 3A and 3B. The reciprocal of MFPT is the rate
of arrival at the potential barrier. The mean time taken
for both the noises to shift from upper to lower steady
state decreases with an increase in the harvesting rate
of prey, whereas the mean time decreases with decreas-
ing harvesting rate to traverse from a lower to an upper
stable state. In other words, the rate of transition from

the upper steady state to the lower steady state increases
with an increase in the prey’s harvesting rate. However,
the transition from lower to upper steady state happens
quite rarely since the rate is slow. It is also evident that
MFPT for the high-density state is much higher than
the low-density state, indicating higher resilience of the
high-density state. The crossing point of MFPTs for two
different noises are different. In the case of environmental
noise, the point is earlier in comparison to demographic
noise (Figs. 3A and 3B). This establishes that MFPT
changes with noise type and the fluctuations observed
under environmental stochasticity are more than that of
demographic stochasticity.

C. Early warning signals

Here we explore the efficacy of EWSs in anticipating
regime shifts by analyzing stochastic time series data
(see Fig. 4) for both the demographic and environmental
noise. To calculate variance and AR(1), we have selected
a time series segment ( Figs. 4A and 4B) before a transi-
tion. Indicators of an impending transition are affected
by non-stationarities in the mean of the time series, es-
pecially the metrics calculated in a moving windows [28].
So, it is always appropriate to remove non-stationarities
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curve shows MFPT taken by the system to switch from the
lower steady state to the upper state. Environmental noise
intensity is taken as σ = 0.03

as it imposes a formidable correlation structure on time
series. Hence, for our analysis, all metrics calculated
within rolling windows have removed high frequencies us-
ing the Gaussian detrending with a bandwidth. Then we
calculate variance (see Figs. 5C and 5K) and AR(1) (see
Figs. 5D and 5L) using rolling windows of 50% and 60%
of the size of time series, respectively.
We see that under both kinds of stochasticity (de-

mographic and environmental), the variance is robust
and successfully estimates an impending transition (see
Figs. 5C and 5K). However, we find that AR(1) is only
successful in predicting regime shifts in the case of envi-
ronmental stochasticity as depicted in Fig. 5L, but does
not work well for demographic noise (see Fig. 5D). This
asserts that the commonly used CSD indicators are not
always robust in predicting an upcoming transition.
Therefore we use another indicator called conditional

heteroskedasticity, which minimizes false-positive signals
from the time series. It is the conditional error variance
in time series, i.e., error variance at a time step is depen-
dent or conditional on the error variance of the previous
time step. We consider the time series data for demo-
graphic and environmental noise (see Figs. 6A and 6D)
to calculate conditional heteroskedasticity. We took a
rolling window of size 10 of the time series while cal-
culating the conditional heteroskedasticity. To remove
stationarity from the data set, we apply the Gaussian
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FIG. 4. Critical transitions in the presence of: (A) demo-
graphic noise, and (B) environmental noise, with increasing
harvesting rate Hx. Cyan solid lines and red dashed lines rep-
resent stable and unstable steady states, respectively. Black
dashed vertical line represents the position upto where the
times series data has taken for statistical analysis. Noise in-
tensity for the environmental noise is taken as σ = 0.03.

kernel fitting to the time series and calculate its residual
square. Here squared residuals at time step t is plotted
with the previous time step (see Figs. 6B and 6E). The
positive correlation between these two squared residu-
als suggests that both time series are having conditional
heteroskedasticity. Hence, the cumulative number of sig-
nificant Lagrange multiplier tests (C) is carried out on
both data sets, as shown in Figs. 6C and 6F. We ob-
serve an increasing trend in C for both the time series,
thus indicating that both the time series are conditionally
heteroskedastic and approach a critical transition.

D. Collective influence of predation and harvesting

on the dynamics of fisheries

Fish stocks are greatly influenced by two major fac-
tors – predation and harvesting. Therefore, illustrating
the criticality of these two processes is significant in reg-
ulating fish populations. Here we explore the qualitative
dynamics of the two species model (1) with varying the
predation rate p and the harvesting rate Hx (see Fig. 7).
As can be seen from Figs. 7A and 7B, an increase in Hx
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eventually leads to the collapse of prey fish. However,
the occurrence of fluctuations in prey densities is gov-
erned by the predation level. In Fig 7A, for p = 0.29,
the oscillations are observed around Hx = 0.47, whereas
for high predation value i.e. p = 0.35 the fluctuations
are evident at lower value of harvesting, i.e. Hx = 0.43
(see Fig. 7B). This indicates that the risk of extinction of
prey fish increases with the predation level and the prey
harvesting rate.

Next, we analyze the dynamics for a range of pre-
dation rates and harvesting rate of prey and predator
fish, which are depicted in two-parameter bifurcation di-
agrams (Figs. 7C and 7D). We find interesting dynamics
in a wide range of parameter values. For higher preda-
tion rate p and lower values of prey harvesting rate Hx,
we observe saddle-node bifurcation (see Fig. 7C). With
an increase in Hx and lower p value, near 0.29, we get
Hopf bifurcation. One may note that at lower p value,
the system experiences monostable state. Further, from
Fig. 7D, we find that a high predator harvesting rate Hy

and high Hx exhibits cyclic dynamics. However, for low
values ofHy, cyclic dynamics no longer exist and exhibits
saddle-node bifurcation.

E. Influence of social norms

Due to over-harvesting, fisheries are prone to sudden
collapse, which is evident from our previous analysis (see
Fig. 1 and Fig. 5). Therefore, for the future sustainability
of fisheries, fishing management strategies are required to
strengthen such systems’ resilience. Here, we incorporate
social norms in the two species model (1). We apply the
concept of opinion dynamics to the prey harvesting rate
Hx, which now takes the form Hx(1 − s). Here, s is
the proportion of the population that adopts the opinion
of conservation. The opinion dynamics is described by
the concept of imitation dynamics of evolutionary game
theory [33]. It captures human behavior, especially how
humans like to imitate successful strategies [34]. Here, we
consider the opinions of either ”adapting conservation”
or ”not adapting conservation”, and each one is associ-
ated with a payoff. Each individual can sample another
individual with a sampling rate. In particular, if the sam-
pled person has other opinions with a higher payoff, the
individual switches to the sampled person’s opinion with
the expected gain in the payoff. The following is the re-
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sulting coupled socio-ecological model with social norms:

dx

dt
= I + rxx(1 −

x

Kx

)−
pyx2

h2 + x2
−Hx(1 − s)x, (6a)

dy

dt
= ryy(1−

y

Ky

) +
cpyx2

h2 + x2
−Hyy, (6b)

ds

dt
= ks(1− s)

(

d(2s− 1)− w +
1

x+ c1

)

, (6c)

where k and d are the sampling rate and strength of the
injunctive social norms, respectively. w is the total cost
of conservation, and c1 is a control parameter that con-
trols the prey fish density with the payoff of conserving
fish. In particular, for a small value of x, 1

x+c1
moti-

vates fish conservation, as the utility to conserve prey
fish increases when fish densities become very low. All
the other parameters are the same as in (1).
Here, we examine the qualitative dynamics of the

model (6), using one parameter bifurcation diagrams by
varying Hx (see Fig. 8). The coupled model exhibits
transcritical and saddle-node bifurcations (see Fig. 8A).
We can say that over-harvesting is a significant cause of
the collapse of fish dynamics (see Fig. 1). However, a
very different outcome occurs when small conservation
cost (w = 0.3) and weaker social norms (d = 0.1) is
applied. In the vicinity of the tipping point, where Hx
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takes the value around 0.4 (see Fig. 8A), we observe that
on adapting conservation opinion, i.e., considering s > 0
(see Fig. 8B), the collapse of fish could be prevented. It
is possible to maintain moderate fish densities despite
higher harvesting rates, as clearly depicted in Fig. 8A.

IV. DISCUSSION

Increasing anthropogenic pressure, in the form of in-
creasing population density [48], invoke profound global
change that has many future repercussions, specifically
increasing harvesting rates, which may flip some lakes
or oceans from a stable state to an uncertain condition
[14, 49, 50]. In this paper, we investigate the response of
an ecological model towards harvesting pressures, under
the influence of demographic and environmental stochas-
ticity. We proceed by analyzing the behavior of a two-
species fish model (1). We find that the model involves a
hysteresis loop (see Fig. 1), which primarily instincts the
possibility of sudden critical transitions. Here we have
used the master equation, which follows the Markov pro-
cess, to study the effects of demographic stochasticity
on the model. For different parameter values, stochastic
potentials are calculated to examine the influence of de-
mographic noise on the resilience of steady states whose
persistence is supported by MFPT. MFPT for the con-
sidered model reveals that the upper steady state is more
resilient than the lower steady state. Further, for envi-
ronmental stochasticity the system experiences more fluc-
tuations when compared to demographic stochasticity.
In the case of environmental noise, we calculate the sys-
tem trajectory by applying the Euler-Maruyamamethod.
Our results show that in the presence of demographic and
environmental stochasticity, an increase in the harvest-
ing rate of prey species induces a critical transition from
a high fish density state to a low fish density state.
Moreover, we calculate a few generic early warning sig-

nals to forewarn the chance of critical transitions. Pop-
ulation extinction has always been a major concern, but
anticipating species extinction remained challenging [51].
This lead to a quest for robust indicators of critical tran-
sitions in ecology [27, 52]. We found that the indicator
AR(1) could successfully forewarn an impending transi-
tion for environmental stochasticity but fails to provide
any warning in the case of demographic noise. However,

variance and conditional heteroskedasticity work well in
predicting transitions for both types of stochasticity. Fur-
ther, we also emphasized the importance of considering
management steps for the better future of the fisheries.
The extended socio-ecological model gives the qualita-
tive dynamics of prey fish densities and social norms and
their relationship with harvesting (Hx). We observe that
the application of social norms leads to the growth of
prey species, which otherwise would have resulted in an
inevitable collapse of the system.

The anticipation of critical transitions could prevent
sudden catastrophes and thus enhance the stability of a
system. Furthermore, using various early warning indi-
cators that could predict an upcoming shift would be in-
valuable. For instance, predicting regime shifts in marine
ecosystems using EWS could impede the switch to low
fish density and result in the persistence of the marine
population. However, theories suggest that it is necessary
to analyze specific situations under which generic early
warning indicators fail to work effectively. Our results
firmly outline the need to develop robust early warning
indicators with a good understanding of which of them
might be most convenient in terms of perceptibility and
reliability.

On a final note, our work illustrates the influence
of natural and anthropogenic factors on an ecological
system. Further, understanding critical transitions in
higher-dimensional systems, as in network models, would
be a useful research area. Moreover, developing models
to explore rate-induced tipping and considering the ef-
fects of different noise types on the predictability of early
warning signals is an important future direction. Nev-
ertheless, predicting the distance to critical transitions
remains an important research question, together with
predicting the system’s state after these sudden transi-
tions.
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